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Abstract—Blockchain technology has renewed interest in
planetary-scale Byzantine fault-tolerant (BFT) state machine
replication (SMR). While recent works focus on scalability
and throughput, few address latency. We present the idea of
MERCURY, a transformation for quorum-based BFT consensus
that uses an adaptive resilience threshold. MERCURY employs
adaptive weighted replication to assign high voting power to
specific replicas, thus yielding smaller quorums that speed up
consensus. To maintain SMR safety and liveness guarantees with
optimal resilience, MERCURY employs two modes of operation
and BFT forensics. Experiments with replicas worldwide show
MERCURY finalizes client requests in less than 0.4 s, half the time
needed by a PBFT-like protocol with optimal consensus latency.

I. INTRODUCTION

State machine replication (SMR) is an approach to tolerate
faults in distributed systems by coordinating client interactions
with a set of n independent replicas [1]. Recently, many scal-
able (BFT) SMR protocols have emerged for blockchain in-
frastructures, such as HotStuff [2], SBFT [3], Tendermint [4],
Mir-BFT [5], RedBellyBC [6], Kauri [7], IA-CCF [8], and
the Dumbo family [9], [10]. These protocols employ some
dynamically elected leader [2]–[4], [7], [11], use multiple
leaders [5], [12], or are leaderless [6], [10], [13], [14].

Nevertheless, the consensus in all these cases requires
communication involving a quorum of replicas under the
assumption that the adversary controls no more than a fixed
resilience threshold of t = ⌊n−1

3 ⌋ replicas. Often, the quorum
size for proceeding to the next protocol stage depends on this
threshold, a Byzantine t-dissemination quorum with ⌈n+t+1

2 ⌉
replicas [15]. This size equals roughly 2

3 of all replicas if
an optimal resilience threshold is used. For geo-replicated or
planetary-scale systems like permissioned blockchains (e.g.,
[6], [16]) with tens of nodes distributed worldwide, optimizing
end-to-end client latency is challenging for two reasons. First,
theoretical lower bounds define that at least three communica-
tion steps are required for reaching consensus without giving
up the optimal resilience [17], [18]. Second, there are physical
limits that bound link transmission speed to a fraction of the
speed of light (e.g., 0.67c [19]). Improving throughput, on
the other hand, is a much more popular objective that can
be achieved by parallelizing/distributing tasks (e.g., [6], [14]),
improving bandwidth usage (e.g., [20]), or simply by using a
better infrastructure (e.g., better links). Nonetheless, the goal
of globally ordering transactions in a fraction of a second is
still far from existing systems [21].

Using smaller quorums of closer replicas can significantly
decrease SMR latency [22], [23]. The challenge lies in ensur-
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Fig. 1: Weighted quorums composition and resulting BFT
SMR latency for different resilience thresholds (t) in our
n = 21 AWS setup.

ing these smaller, faster quorums intersect in sufficiently many
replicas with all other quorums of the system. Such smaller,
intersecting quorums can be built using weighted replication,
giving faster replicas more voting power.

II. IMPROVING LATENCY WITH COMPACT QUORUMS

Figure 1 illustrates how a geo-replicated system can
progress faster with smaller quorums. It considers a weighted
system [23] with n = 21 replicas dispersed across all 21 AWS
regions (see Figure 1a). When configured for maximum re-
silience, this system tolerates up to t = 6 Byzantine replicas
(the highest integer satisfying t < n

3 ) with ∆ = 2 spare repli-
cas. The smallest weighted consensus quorum Q6

v contains
13 replicas, only one replica less than using non-weighted
replication. Alternatively, when configured for t = 3 failures,
the smallest weighted quorum Q3

v contains only 7 replicas,
with ∆ = 11. This quorum can comprise closer replicas that
can exchange votes with each other faster, accelerating the
consensus protocol stages (see Figure 1b) and resulting in end-
to-end latency improvements around the globe (see Figure 1c).

III. MERCURY DESIGN

MERCURY offers dynamic self-optimization during runtime
by adjusting the resilience threshold and modifying weights
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Fig. 2: Achievable latency gains for the n = 21 AWS setup.

to facilitate the formation of smaller consensus quorums,
resulting in lower latencies. To accomplish this, it pursues
the best of both worlds: preserving the system’s maximum
resilience through the use of diagnosis and repair, ensuring
system consistency, while consistently striving to expedite
consensus instances by optimizing the system for the expected
common scenario with minimal or no failures. This dual ap-
proach is realized through two modes of operation, inspired by
related methods for enhancing performance [24] and resource
efficiency [25] of replicated state machines.

The system starts in conservative mode, where it runs
instances of a quorum-based consensus protocol capable of
tolerating t failures. After a specific number of successfully
completed consensus instances, the system transitions to the
fast mode, characterized by a more optimistic setup that can
tolerate only tfast failures. In this fast mode, as long as the
leader remains correct and the actual failures stay within the
threshold tfast , MERCURY continues to use smaller quorums,
expediting the completion of consensus. However, should
the observed latency gains fall short of expectations, if the
leader is found to be faulty, or if correct replicas identify
inconsistencies, MERCURY switches back to the conservative
mode. For instance, SMR liveness can be endangered if the
protocol operates with a lower threshold tfast < t and there
are f > tfast Byzantine replicas that stay silent. To avoid this
scenario, we utilize two distinct modes of operation: If the
system blocks or equivocates, we abort the execution of the
fast mode of MERCURY and start a more resilient protocol
instance, which uses the maximum resilience threshold t.

A key insight of our work is that we can utilize BFT
protocol forensics [26] in a novel way. Instead of using it
as a forensic tool to investigate the “day after”, we leverage
it as a protective countermeasure against equivocations. In
BFT protocol forensics, the client is the one who detects
conflicting values based on replicas’ logged signed messages
and pinpoints equivocating replicas. In MERCURY, the respon-
sibility of detecting faulty replicas is imposed on all correct
replicas so the system can autonomously detect and expel
equivocating parties. Using tfast = ⌈ t

2⌉ guarantees that audits
are always supported for up to t faulty replicas. The system
addresses violations by removing identified violators from the

system and restoring correct replicas’ divergent decisions to
a consistent state. This continuous auditing serves as both
a means of recovery and a deterrent against attacks, as it
identifies and expels perpetrators from the system.

However, the possibility of rolling back decisions on repli-
cas introduces a challenge. It may result in the undoing of op-
eration outcomes observed by clients, impacting the durability
of these operations. To resolve this, we increase the matching
reply requirements of clients so that clients can determine
when an operation is considered completed in the system (and
survives a rollback), guaranteeing linearizability [27].

We further extend the programming model of BFT SMR
with Byzantine Correctables that allow client applications to
use incremental consistency guarantees [28], which simplifies
and abstracts client-side speculation. Clients can lower their
operation latency even further using this abstraction.

IV. PRELIMINARY RESULTS

We use c5.xlarge instances on the AWS cloud for deploying
a client and a replica in each of the n = 21 AWS regions
(depicted in Figure 1a). All clients send 400-bytes requests
simultaneously and continuously. Finally, request latency is
the average end-to-end protocol latency computed by a client
after completing all operations. For a better exposition, we
group the 21 clients’ results by the continent they are located
in, reporting only their regional averages (see Figure 2).

First, we observe that MERCURY significantly accelerates
consensus, leading to a speedup of 3.57× faster decisions.
Second, accelerating consensus decisions also leads to faster
request latencies observed by clients worldwide (see Fig-
ure 2). Averaged over all client regions, MERCURY leads to
a speedup of 1.87× over BFT-SMART for clients’ observed
end-to-end request latencies with finalization (a competitive
protocol AWARE [29], which uses only leader and weight
optimization but no threshold adaption leads to 1.33× only).
Our results also show that even higher speedups can be
achieved by employing the incremental consistency levels
of MERCURY’s implementation of Byzantine Correctables.
Furthermore, MERCURY can often achieve a similar latency
as running its base protocol on theoretically optimal internet
links (transmitting at 67% of the speed of light).
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